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Abstract—Maultispectral images captured with a single sensor
camera have become an attractive alternative for numerous
computer vision applications. However, in order to fully exploit
their potentials, the color restoration problem (RGB represen-
tation) should be addressed. This problem is more evident in
outdoor scenarios containing vegetation, living beings, or specular
materials. The problem of color distortion emerges from the
sensitivity of sensors due to the overlap of visible and near
infrared spectral bands. This paper empirically evaluates the
variability of the near infrared (NIR) information with respect to
the changes of light throughout the day. A tiny neural network is
proposed to restore the RGB color representation from the given
RGBN (Red, Green, Blue, NIR) images. In order to evaluate the
proposed algorithm, different experiments on a RGBN outdoor
dataset are conducted, which include various challenging cases.
The obtained result shows the challenge and the importance of
addressing color restoration in single sensor multispectral images.

Index Terms—Color restoration; Neural networks; Single-
sensor cameras; Multispectral images; RGB-NIR dataset.

I. INTRODUCTION

The computer vision field is rapidly expanding in different
directions. Among all, the recent technological advancements
in the hardware capabilities of cameras have triggered many
new opportunities in a wide range of applications. At present,
there are modern sensors that are capable of simultaneously
capturing the visual information in different spectral bands far
beyond the humans’ visible spectrum. For instance, off-the-
shelf multispectral (MS) single sensors [1], which cover both
the visible and near infrared (NIR) spectral band (wavelength
range of 400 to 1200 nm), can be bought for less than one
hundred dollars. Moreover, thanks to modern computational
units, a large bulk of information can be processed in just a
few seconds. Hence, classical image processing algorithms,
such as dehazing, enhancement, fusion, segmentation etc.
(e.g., [2], [3], [4]), can take advantage of MS technology.
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Additionally, RGBN images can be also used in applications
related with monitoring vegetation penology [5], visualization
of subsurface blood vessels [6] or clean the haze in visible
channel [7], to name a few.

Currently, most of the examples mentioned above are based
on the usage of two cameras, one for the visible and another
for the NIR spectrum. Consequently, any further visual infor-
mation processing becomes conditional to the quality of the
camera calibration and image registration. These overheads
can be avoided by using single sensor cameras that record the
RGB and NIR signal of the scene at one shot. The drawback of
these cameras is that an unknown percentage of NIR informa-
tion is also captured by the RGB sensor. This phenomenon is
referred in the literature to as cross-talk between the RGB and
NIR [8]. This issue can cause scattering or over absorption and
reflectance from the captured surfaces [9]. Hence, interpolation
or demosaicing are not enough to correct the impact of the NIR
signal on the RGB colors, particularly in scenes containing
vegetation or materials producing different reflection in the
NIR spectra.

Fig. 1(a) illustrates an example of the issues mentioned
above: colours appears to be de-saturated in an outdoor image
that is illuminated with an intense sunlight near the infrared
radiation. More details of this problem can be observed in
the vegetation area. In the metabolism of healthy plants,
energy from the blue and red lights is absorbed by the
green chlorophyll pigments to fuel the photosynthesis process.
Consequently, plants with more chlorophyll pigments reflect
more NIR energy. In Fig. 1(c) it can be noticed that the
R, G, and B bands expand through 700 nm to 1100 nm
wavelength. This overlapping problem is present in single
sensors cameras, therefore in order to obtain a typical RGB
image, it is necessary to subtract the NIR information from the
chromatic channels. This action will be referred throughout
this paper as RGB color restoration, a term commonly used
in the literature.

This paper presents an empirical evaluation of the variability
of the NIR information according to the daylight time; this to
certain extents demonstrate the need to continuously update
the function of color restoration. In the current work a solution
based on a tiny neural network is proposed to restore RGB
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Fig. 1. (a) RGB image with near infrared infection (note how green color
vegetation appears distorted by NIR information). (b) A typical RGB image
of the same scene. (c) Spectral sensibility graph [1].

color images. A special dataset has been created and utilized
for evaluation (i.e., any given scene was captured a number
of times throughout the day in order to faithfully represent
the changes of NIR information). The rest of the paper is
organized as follows. In Section II, at first, previous works on
multispectral imaging are summarized, after that the details of
the collected dataset is described; this is followed by Section
IIT which presents the proposed approach to restore RGB
colors. The results of conducted experiments are reported in
Section IV; and finally, Section V concludes this article.

II. RELATED WORK

This section presents state-of-the-art on works related to
RGB color restoration from RGBN single sensor multispectral
images, as well as on single sensor MS image datasets. These

datasets are intended to cover topics related to the sensor, the
surface of the objects in the scene or the illumination influence
[10], which are highly related to the color restoration problem.

A. RGB Image Color Restoration

In 2013, Yan et al. [11] published a multispectral image
restoration exploring a via scale map approach, which was
extended in [12]. Such scale map s captures the nature of
structure discrepancy between images and has a clear statisti-
cal and numerical meaning. A noisy RGB image ([p) is taken
as an input to the system; next, by using a guidance image (G),
which is captured from the same camera position, an output
image without noise is created. The s was introduced too as
auxiliary with the same size as G. Such a map was the key
contribution of that approach to adapt the structure of G to
that of I* (the ground truth noise-free image). In other works
s is a ratio map between G and the I*.

In arecent work [1], the white balance, chromatic adaptation
and color correction matrix (CCM), were used to form a RGB
color correction whenever such channels have cross-talking
with NIR. The CCM was obtained by using a x-rite color
checker chart as color calibration target. In [13], as well as
in [8] and [14], authors proposed the following pipeline for
color correction: modified color filter array, interpolation, de-
mosaicing and color correction matrix. Such techniques have
special configuration or adaptation because of the additional
NIR sensor.

The RGB color restoration problem has also been addressed
in [15] as a more detailed extension of [16]. Authors developed
an algorithm focusing on spectral estimation and decomposi-
tion, in other words, by using signal processing approaches
they estimated the NIR band response in each of the RGBN
channels. On the other hand, in the spectral decomposition
stage, the unknown value in Ny ;s and Ny;r were also
estimated. Two single sensor multispectral cameras were used
to evaluate this approach; one with Infrared Cut Off Filter
(IRCF), the other without IRCF, and a standard color in the
Macbeth SG color checker chart was used for the training set
to compute the correlation coefficients in spectral estimation
stage.

B. MS Image Datasets

In recent years, the number of datasets containing RGBN
images has increased (e.g., [17], [18]). The major differ-
ences among current datasets is their field of application as
mentioned in Section I. Nevertheless, usually their images
are acquired at least by two cameras and not by modern
single sensors. To the best of our knowledge, there are only
a few outdoor single sensor MS datasets publicly available
and there is a lack of a benchmark dataset to evaluate color
correction algorithms in a common fashion. Gathering a large
set of images not only is necessary to quantitatively evaluate
different algorithms, but also it allows for machine learning
approaches to have sufficient data for their training procedures.

Most of the previous works in the literature, discussed
above, were evaluated primarily with MS images captured



in fully controlled indoor scenes, without the presence of
any vegetation or specular materials. In [13], [8] and [12]
authors included only a few outdoor images and there are
no clear indications of how the NIR overlapping problem
was tackled in order to remove its contamination from the
RGB channels. In a recent work [19], an algorithm was
proposed to recover RGB images from outdoor images of
RGBN format that are illuminated with sufficient sun infrared
radiation. The color restoration approach proposed in [19] is
grounded on a Neural Network (NN)—a tiny feed-forward
network (multilayer perceptron).

In order to have a benchmark for color restoration ap-
proaches we present a set of MS outdoor images captured
under sufficient sunlight covering a wide range of challenging
conditions'. The dataset is organized in three categories: 1)
outdoor MS images with vegetation (OMSIV), which contains
images from different scenarios containing vegetation; 2)
outdoor MS images without vegetation (OMSINV), which
contains images from different scenarios without vegetation;
and 3) whole day single-scene outdoor MS images (SSOMSI),
which contains images of the same scenario obtained through-
out the whole day; the last category is intended to evaluate the
image formation according to the light and sensor sensitivity.

The entire dataset (SSMID: single sensor multispectral
image dataset) was captured with a 4 megapixels MS camera.
Each MS image is supplemented with its corresponding “visi-
ble” image captured with the same camera but with an Infrared
Cut Off Filter (IRCF), which blocks the IR light radiation.
The original images are in a RAW format and they have to be
converted into RGBN images. The size of each RAW image
is 1280x720 pixels, and after its channels are separated, the
size becomes 640x360x4 for the RGBN and 640x360x3 for
the RGB (visible channels without the NIR information). In
order to guarantee overlap between RGBN images and their
corresponding RGB (obtained with IRCF) the images have
been cropped to a square of 256x256x4. These cropped regions
have been registered using [20], in order to have ground truth
values (corrected color for every pixel).

The SSMID dataset contains 744 pairs of MS images
(including both the RGBN and their corresponding RGB for
ground truth). It is composed of: 533 pairs in OMSIV; 61
pairs in OMSINYV; and 150 pairs in SSOMSI. All images were
acquired in scenes with sun infrared radiation. The SSMID
images were captured in university campus and city areas
between January and April 2017. As mentioned above, the
dataset is fully available for downloading to develop and
evaluate RGB color restoration approaches, as well as other
MS image processing algorithms (e.g., image enhancement,
noise filtering, etc.).

III. RGB COLOR IMAGE RESTORATION BASED ON NN

Formation of a chromatic image with three colour channels
depends on at least three factors [10], [21]: light source e()),
link:

IThe collected dataset is available online under this

https://xavysp.github.io/publication/paperIPTA2017.

surface reflectance r(\) and camera sensitivity ¢()), which
in turn ¢(A) = {R(X),G(X), B(A)}. Placing all the pieces
together, an image I can be defined as:

I:/ e(N)r(N)e® (N)dX (1)

where k is the number of bands captured by the MS camera
sensor. Therefore, a MS image captured with a single sensor
(RGBN) is obtained as follow:

I =[Rvisinir, Gvis+NIir, Bvisinir, NIRNig]", (2)

where VIS is the visible spectral band (400 - 700 nm). The
band overlap problem can be observed in the plot presented
Fig. 1(c), note that according to the provider of MS camera
used in the current work, NIR is not affected by (R,G,B) chan-
nels. The objective of the RGB color restoration is to get an
image in the visible spectral band = [Rvis,Gvis, Byis]
from Eq. 2) as perceived by the human visual perception
system (similar to the picture of 1(b)). According to Eq. 1 there
are three factors that affect the amount of NIR information
in the visible channels. All of them (light source, surface
reflectance and camera sensitivity) play an important and
unknown role for the MS image formation. In order to empiri-
cally evaluate the impact of light source and camera sensitivity,
in the SSOMSI dataset we have captured an outdoor scene
during the whole day.

Fig. 2 showcases challenges of color restoration originated
from the variation of illumination throughout the day. It can be
observed from Fig. 2(a) that the lighting variation is significant
at different hours of a day. These variations result in different
amount of influence from the NIR information to the RGB
channels, which directly impact the angular error (AE) values
when RGBN images are compared with their corresponding
RGB ones (Fig. 2(b)).

Fig. 3 presents two sample RGBN images (the top row)
along with their corresponding RGB images (the middle row)
that are used as ground truth. These pictures have been
acquired from the same scenario but at different times of
the day. This time difference can be observed in the amount
of NIR information present in the scene (the bottom row),
which can disturb the color formation (compare Fig. 3 (a) with
(b)). In order to obtain the RGB image without NIR affection
(fv 1s) the NIR component need to be removed from each
channel:

I?VIS Ryrsynir — aNnIR
Gvis| = Gvis+nIir — BNNIR 3)
Byis Byisynir — YNNIR

where a, § and ~y are the respective unknown NIR percentages
in each channel; their values are variables depending on the
objects’ surface reflectance and light source. These values
can be in the range of [—1,1]. In the current work, in
order to restore an image with unknown percentages of NIR
information, we propose to use a tiny neural network (NN).
The architecture of this NN is used as a regressor and trained
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Fig. 2. (a) Lightness of each of the images captured in a given scene from
10 AM till 6:50 PM. (b) Mean of Angular Error (AE) computed from each
RGBN image and the corresponding RGB (ground truth obtained with the
IRCF).

to learn a mapping function 2 : R* — R3. The proposed
network, in addition to the input and output layers, consists of
two hidden layers with 256 neurons each. In the training stage
the weight hyper-parameters were centered in -0.08 (mean)
and 0.25 (standard deviation).

The proposed neural network is trained using Adam Op-
timizer; the learning rate was set to 3 x 10~% and weight
decay to 1 x 10~°, number of iterations were set to 1000.
The two hidden layers used ReL.U; the output of the network
consists of a fully-connected layer. We opted for this kind of
network structure because it is fast at train-test time and it can
be replied with cheap GPUs or CPUs. After color restoration,
some image enhancement algorithms were used to make a
more suitable image for display to human vision; the processes
were: linear stretching, simple white balance, simple gamma
correction and finally bicubic demosaicing.

IV. EXPERIMENTAL RESULTS

This section explains the evaluation procedure followed in
order to assess the proposed color restoration neural network
in the collected SSOMSI dataset. It must be noted that in most
of the approaches presented in Section II color correction is
performed by using a precomputed function (for instance the

Fig. 3. Pair of images captured with hight/low lightness (see Fig. 2 (a)).
(top) RGB with NIR information, note how vegetation regions (a) are more
affected than the rest of objects present in the scene; (b) corresponds to a
RGB (with NIR information) with a large mean Angular Error (AE) value.
(middle) Ground truth images (RGB images obtained with the usage of an
Infrared Cut Off Filter); (bottom) the corresponding NIR images.

color correction matrix), which is not capable of automatically
adapting itself to the amount on NIR information present
in a given scene. For the NN training and testing process,
as mentioned above, the whole set of 150 MS images from
SSOMSI were considered; 135 images for training and 15
for testing. The image size are: 256x256%3 in RGB (ground
truth) and 256x256x4 in RGBN.

The above mentioned multidimensional matrices were
resized such as: [R, G, B, N] = [R256><2567 G256><2567
Basexa2s6, Nosexass] for the input layer; similarly with the
GT matrices. The NN model was implemented by TensorFlow
computation library on a 16 GB RAM computer with 8 Cores
i7 CPU. The GPU consisted of a NVIDIA Titan X. The
training-testing process took about eight hours.

Due to the fact that there are no standard criteria to evaluate
such a kind of single scene dataset, we used two evaluation
metrics: ¢) Angular Error (AE); and i) CIE color difference



2000 (AEyg), which are commonly used in color related
literature. For each metric, we compared their values before
and after the process of image restoration. These results can
be observed quantitatively in Table I and qualitatively in Fig.
4.

TABLE I
ANGULAR ERRORS (AE) AND AEpT[O,m] FOR THE SET OF SSOMSI. THE
COMPARISON IS WITH NIR INFECTED RGB IMAGES (column ”Before”)
AND RGB IMAGES AFTER COLOR CORRECTION (column ”After”).

Image # AE AFEprio,10/%
Before | After | Before | After
1 2.50 241 76.37 93.24
2 2.13 1.59 72.47 93.87
3 2.34 1.46 77.30 | 95.08
4 1.90 1.26 75.32 | 95.10
5 1.81 1.35 72.25 96.04
6 1.87 1.34 70.06 | 95.04
7 1.90 1.37 67.57 95.82
8 1.83 1.71 68.25 71.19
9 1.83 1.36 71.83 93.82
10 2.57 2.11 59.68 81.51
11 2.029 1.59 58.72 82.72
12 2.10 1.62 64.60 | 77.09
13 2.88 2.63 37.17 68.96
14 241 2.56 45.95 44.34
15 2.47 3.18 32.17 23.42

Table I presents quantitative evaluations, measured at every
pixel; the angular error is computed between the obtained
result (restored RGB image: RG Bpg.s;) and the corresponding
RGB ground truth image (RG Bgr); the CIE color difference
(AFEy) is also computed between the ground truth and the
color corrected image. The angular error value is obtained as
follow:

dOt(RGBReSt, RGBGT) (4)
norm(RGBRest) * norm(RGBgr)

This angular error (AE) is computed over every single pixel
of the whole set of image patches (15 pairs) and used for
comparisons with RGByrsynrr image (a RGB with NIR
additional information). In addition to the angular error, the
color difference AFEy is computed based on the CIELAB
color space representation of the given image pairs; for every
pair of pixels (LABRgest;, LABgr,), the color difference
AEy, is computed as follow:

AL \? AC' \? AH' \?
AFEy. = [E— - =
o0 (kLSL> +<k‘cSC> Jr(’fHSH>

1

! ! 2
+RT(AC>(AH> )

kcSc ) \kuSu

where AL’, AC" and AH' are the CIELAB lightness, chroma
and hue differences, respectively. St, Sc¢, and Sy are weight-
ing functions for the lightness, chroma and hue components.
The kr, ko and kg values are the parametric factors to be

adjusted according to different viewing parameters. Finally, the
R function is intended to improve color difference equation

AE = cos™! (

Fig. 4. Five different examples to qualitatively evaluate results from the
proposed color correction approach (image number: 3, 7, 8, 14 and 15, from
top to bottom, in Table I). Left column corresponds to the obtained results
while right column corresponds to ground truth images.



for fitting chromatic differences in the blue region, for a more
detailed description of Eq. 5 see [22] and [23]. Once computed
AEy, values for the whole set of pixels (WP= image width x
image height) of the given pair of images, the values presented
in Table I are obtained as follow:

sp=0
. _WZP sp+1  ifa<AEy, <b
p= — sp otherwise
sp x 100
AFE = — 6
DTa,b) WP (6)

where AEpr(, y is the percentage of whole CIE color differ-
ence AE, values in a range from a to b; more specifically, in
the current work the range between [0,10] has been considered.

The restored RGBpres: images and their corresponding
ground truths were converted to the CIELAB color space
before computing Eq. 5. The obtained WP AE),, values are
measured in Eq. 6. According to the literature, a AEyg, value
in a range of O till 1 indicates that the difference of the two
tested pixels are not perceptible for the human eyes and A Ejo,
in a range 1 till 2 is perceptible through close observation;
finally, the range [2, 10] is perceptible at a glance. Therefore,
we have selected values in a range of 0 to 10. As mentioned
above, this AFEpr(, y values correspond to those pixels with
in the range [0,10]

From the results in Table I it can be appreciated that images
without color restoration, in their majority, get the worst results
independently of the evaluation metrics. Just the last two
images (captured between 17:30 to 18:30) get better results
with angular error and A FEyg. Analyzing more deeper, when
AFEy is used as an evaluation metric, more than 50% images
tested have more that 90% of its pixels in the range of [0,
10]. It means that such image colors are close similar to the
ground truth. In order to visually appreciate these results Fig.
4 presents just five results from the 15 pairs used for validation
(the whole of corrected images can be found in the link of the
data set presented above).

V. CONCLUSION

The RGB color restoration of a single sensor MS image
is a challenging task with many of its troublesome issues
being revealed in images of outdoor scenes. The amount of
the NIR information affecting the RGB channels depends on
several factors (e.g., daytime, composition of objects in the
scene, exposition time, etc.). Hence, due to these complexities
it is probable that a solution based on Neural Network must
be sought in order to successfully address the nonlinearities
involved in the problem of color restoration. In general, images
that are captured under sufficient amount of sunlight are better
restored in comparison to those with a lower amount of
illumination. This could be due to the lack of images with
low light during the training stage. As a future work larger
data sets will be generated to better evaluate this problem.
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