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An approach to Automatic Assistance on Physiotherapy based on
on-line Movement Identification

Abstract— This paper describes a method for on-line
movement identification, oriented to patient’s movement
evaluation during physiotherapy. An analysis based on
Mahalanobis distance between temporal windows is performed
to identify the “idle/motion” state, which defines the beginning
and end of the patient’s movement, for posterior patterns
extraction based on Relative Wavelet Energy from sequences
of invariant moments.

I. INTRODUCTION

In the human behavior analysis field, automatic
identification of people movements represents a very
broad research area worldwide. The initial state of the
art has identified recent works that have been recognized,
as mentioned in [1] [2] and [3] [4]. Initially, we studied
methods to analyze people motion on video sequences.
It was addressed the problem of extracting features from
persons on images in different activities in time, such as
walking, extending and retracting the arm, falling, etc., in
order to apply it in the progress feedback for patients on
physiotherapy.

In the physiotherapy and occupational therapy field,
innovative concepts on rehabilitation have been found in
the literature as mencioned in [5] [6] [7], where were
combined modern techniques of motion analysis to monitor
the patient’s functional progress. These proposals take
advantage of technological advances (processing capabilities,
size-reduced electronic components, portability, lower power
consumption, numerical methods, etc.) to contribute with
alternatives that promote the rehabilitation process in
all perspectives (patients, physiotherapists, rehabilitation
techniques, treatments, evaluations, etc.). Among these
areas we can mention: robotics for rehabilitation, cognitive
rehabilitation, human-machine interfaces (HMI), brain-
computer interfaces (BCI), and others. Based on this
premise, the current proposal presents a technique based
on computer vision for movements identification, and
it’s focused on global movement evaluation of patients
during rehabilitation. The goal is to provide feedback
to the patient when each movement has been finished,
related to the performance of each activity, as parts of
a whole rehabilitation exercise. Thus, patients can be
informed in a quantitative way about the progress level
which is being reached and about the goals that are being
achieved around the whole exercise. The automatic feedback
during physiotherapy would complement the therapist’s

intervention, by facilitating the monitoring of movement
evolution during the exercise and by enriching the patient
experience during the functional rehabilitation process.

The first part of the article describes the set of input data,
represented by person silhouettes. Subsequently, we present
an approach used for features extraction from the captured
images, based on Hu moments [8]. Previous works proposed
[9] described a stochastic analysis to validate Hu moments as
a time series, and frequency-based features were extracted.
This paper presents advantages over previous work, with
an on-line approach based on wavelet transform, directly
from the invariant moments signals without applying the
first derivative. As result of this, were considered time
and frecuency properties from the signals, improving the
quantity of movements to be recognized, with a very fast
response. 9-dimensional patterns are obtained in order to
train a neural network for posterior movements classification.

II. METODOLOGY

As mentioned, there are currently robust algorithms for
segmentation and people tracking. In our proposal these
methods could provide the input data, corresponding to
images of person in motion, which it’s subsequently possible
to isolate it from the background. For this reason, the initial
studies of this proposal were based on the database Muhavi-
Mas (Multicamera Human Action Video Data - Manually
Annotated Silhouette) proposed by Velastin [10], to evaluate
methods of actions recognition. However, in further studies
was used a Kinect sensor, which provides depth information
to contribute in the segmentation process. This made it
possible to generate binary silhouettes from persons for the
desired goals (Figure 1).

Fig. 1. Person silhuette at eight time instants.
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A. By-frame feature extraction

There are several types of invariant moments. Hu’s moments
[8] are the most commonly used in the literature and the
best in terms of their orthogonality, rotation invariance, low
sensitivity to image noise, fast computation and the ability
to provide a faithful image representation [11]. That’s the
reason they had been widely applied in image recognition
[12]. Hu’s moments are region-based invariant features that
consider all the image pixels [13]. These seven moments
have invariant properties to affine transformations, including
changes in scale, translation and rotation, for these reasons
we had chosen them for our work. In order to identify
movement patterns, specifically were considered the 2nd,
3rd and 4th moment for each image. The first moment was
dismissed for having redundancy with the other moments and
for being more sensitive to image noise. The last moment was
not considered due to achieving small values in certain move-
ment conditions. Figure 2 shows the moments mentioned
during the execution of three different movements (”left arm
up-down”, ”hello signal”, ”opening-closing arms”).

Fig. 2. 2nd, 3rd and 4th Hu’s moments, in 3 different movements

In previous studies[9], we performed a stochastic analysis
of Hu’s invariant moments, where it was possible to identify
stationary characteristics after applied the 1st derivative
[14]. However, in order to preserve and facilitate the
identification of detailed moments variations as well as
reduce the computational cost, the application of the 1st

derivative was not considered.

B. ”idle/motion” state detection

The extracted invariant moments for each image allowed
us to represent the person’s posture in time instants of
his movement, on this work, in a three-dimensional space
Posδt = [φ1, φ2, φ3], where φ represents moments with
order 2, 3 and 4. For a time interval τ , we consider
each dimension as unidimensional signal, where Si =
[φi0, φi1, φi2, φi3, ..., φiτ−1]. This unidimensional approach

is used to identify the “idle/motion” state, in which just
S4 is considered for verifying initial and ending postures
of person movement, because it presents more sensibility
on movement presence. Since invariant moment sequences
are updated approximately at the camera’s frame rate (25-30
fps), a temporal-windows analysis to identify the beginning
and end of the person action was considered. The temporal
window’s size was defined by optimizing the Mahalanobis
distance (1), which can be defined as a dissimilarity measure
between two random vectors ~Wi−1 and ~Wi with the same
distribution, and with covariance matrix Σ:

d( ~Wi−1, ~Wi) =
√

( ~Wi−1 − ~Wi)TΣ−1( ~Wi−1 − ~Wi) (1)

The Mahalanobis distance has been used in several appli-
cations, such as [15], where it was applied in signature
recognition. In the Figure 2 it’s possible to observe an
homogeneous 4th Hu’s moment at movement absence, in
this situation the Mahalanobis distance may take value lower
than 0.01, under controlled light conditions. However, the
tolerance’s parameter for “idle/motion” detection may vary
depending on light conditions or noise in the capture process.
Four frames were enough to establish distance measurements
that support noise in the capture and binarization process,
providing a significant marking of the beginning and end of
motion. These windows W are treated on-line as shown in
Figure 3.

Fig. 3. Temporal windows of 4th Hu’s moment, in a previous instant to
the movement.

The Mahalanobis distance method was compared with
the auto-correlation criterion between temporal windows,
getting more consistent measures with Mahalanobis. The
4-size windows allows to identify a “idle/motion” state in
sizewin/fps ≈ 0.2seg.

C. Movement windows extraction

Once identified the movement beginning (which was de-
termined with the 4th Hu’s moment sequence), the new
moment’s vectors (3-dimensional) are temporarily stored into
dynamic growth windows, between the beginning mark t−
sizewin until the end mark defined by the new “idle/motion”
state. This allows that the corresponding motion data could
be centered into the window, as shown in Figure 4.
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Fig. 4. On-line extracted windows during two different movements

D. Movement pattern extraction

Due to the periodic nature of certain human movements
(walking, running, jumping, etc.), in the early stages of
this research a frequency analysis was considered, by using
the Fast Fourier Transform (FFT) after application of the
first derivative to the invariant moments sequences. However,
the discrete wavelet transform (DWT) specifically allows
the discrimination of non-stationary signals with different
frequency characteristics, so the DWT was chosen with
Daubechies (db4) family, as a method for posterior features
extracting of person’s movement. The Daubechies wavelet
family was chosen by the following properties:

a) Time invariance - If the time series is shifted in
time, then its wavelet coefficients are only shifted
in time.

b) Fast computation - Daubechies wavelet has self-
similar type fractal that directs fast wavelet trans-
form techniques.

c) Filter sharp transition bands - Daubechies wavelet
has sharp transition bands which minimize edge
effects between the frequency bands.

The DWT is a transformation of the original temporal signal
into a wavelet basis space. The time-frequency wavelet
representation is performed by repeatedly filtering the signal
with a pair of filters that cut the frequency domain in the
middle. Specifically, the DWT decomposes a signal into an
approximation signal and a detail signal. The approximation
signal is subsequently divided into new approximation
and detail signals. This process is carried out iteratively
producing a set of approximations signals at different detail
levels and a final gross approximation of the signal [16].

As mentioned above, the selected wavelet ψ(t) is Daubechies
4 (db4) with 3 decomposition levels, and since it is an
orthonormal basis for L, the concept of energy is linked
with the usual notions derived from Fourier’s theory. The
wavelet coefficients are given by Cj(k) = 〈Winmov, ψj,k〉
which can be interpreted as the local residual errors between
successive signal approximations at scales j and j + 1, and
the energy, at each level of decomposition j = −1, ...,−N ,
will be the energy of the detail signal [17],

Ej = ‖rj‖2 =
∑
k

|Cj(k)|2 (2)

where rj(t) is the residual signal at scale j, and the energy
at time instant k will be:

E(k) =
−1∑

j=−N
|Cj(k)|2 (3)

Consequently, the total energy can be obtained by,

Etotal = ‖Winmov‖2 =
∑
j<0

∑
k

|Cj(k)|2 =
∑
j<0

Ej (4)

Finally, the normalized values pj are defined. They represents
the relative wavelet energy, where

∑
j

pj = 1 and the

distribution {pj} can be considered as a time-scale density,
constituing a suitable tool to detect and characterize specific
phenomena in time and frequency planes [18].

pj =
Ej

Etotal
(5)

The relative energy of three decomposition levels is cal-
culated for each movement’s window, it results in a 9-
dimensional pattern. The Figure 5 presents the mentioned
procedure’s diagram:

Fig. 5. Proposed methodology Diagram

III. RESULTS

This paper presented a methodology for on-line
identification of human movements. Invariant moments
region-based were used to extract initial features from
person’s images. The post-processing applied to create
silhouettes takes advantage of the depth information
provided by the capture sensor, resulting in images without
noise from another objects. The temporal analysis based on
Mahalanobis distance allowed the quick identification of
the idle/motion state (approx. 0.2 sec), making it possible
to obtain dynamic growth windows containing only motion
information. These motion windows are directly processed
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for subsequent features extraction by computing Relative
Wavelet Energy (RWE - Relative Wavelet Energy). The
feature extraction method based on wavelet transform
has a significant computing performance, considering
that processing time for short movements (gestures, or
expressions by short-term) is approx. 2 ms (computer with
2GHz processor).

The Figure 6 shows a screenshot from an application with
the detailed methods implemented, for on-line identification
of different durations movements.

Fig. 6. Screenshot during an action recognition test

As mentioned initially, the extracted features from the
person’s silhouettes conforms unidimensional signals, which
are analyzed by the idle/motion identification method. These
signals may be substituted with others, which describe the
person’s movements. Thus, the feature extraction method
doesn’t depend exclusively on the invariant moments from
the images, it being possible to include movement informa-
tion from inertial sensors, for example, wich is also suitable
to be used by patients on physioterapy treatment. Another
advantage of the patterns extraction method is that it doesn’t
depend on transition modeling, as mentioned in [19], which
limit the number of movements to be recognized. For testing,
were considered about 32 patterns for each movement, which
were divided for training (50%), validation (25%) and test
(25%). As a result, 90.5% of 4 movements were correctly
classified with own tests and 88.7% by using 10 movements
from the Muhavi-MAS database[10].

IV. CONCLUSIONS AND FUTURE WORK

This paper presented a methodology for on-line human
actions recognition on video sequences, oriented to move-
ment evaluation for physiotherapy applications. The method
used for actions recognition could be applied to different
multi-dimensional tracking data, in this case was applied
on 3 sequences of Hu’s moments, obtaining 9-dimensional
patterns for classification using artificial neural networks
(ANN’s).
As a future work, an probabilistic approach to track different
movements will be study, in order to get information around

the whole physiotherapy session, to make projections about
treatment evolution.
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