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Abstract. Due to the lack of thermal image datasets, a new dataset
has been acquired for proposed a superesolution approach using a Deep
Convolution Neural Network schema. In order to achieve this image
enhancement process a new thermal images dataset is used. Different
experiments have been carried out, firstly, the proposed architecture
has been trained using only images of the visible spectrum, and later
it has been trained with images of the thermal spectrum, the results
showed that with the network trained with thermal images, better re-
sults are obtained in the process of enhancing the images, maintaining
the image details and perspective. The thermal dataset is available at
http://www.cidis.espol.edu.ec/es/dataset
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1 Introduction

The electromagnetic spectrum, as shown in Fig. 1, can be split up into several
regions, such as the visible spectrum, ultraviolet, X-ray, infrared, radar, radio,
among others. The infrared region can be additionally divided into the near
(NIR: near-infrared), short (SWIR: short-wavelength infrared), middle (MWIR:
mid-wavelength infrared), long (LWIR: long-wavelength infrared) and far (FIR:
far-infrared) spectral bands, where the long-wavelength infrared is also known
as thermal. All objects emit infrared radiation by themselves, independently of
any external energy source, and depending on their temperature they emit a
different wavelength in the long wavelength infrared spectrum (i.e., thermal).
Thermal cameras capture information in this long wavelength spectral band;
they are passive sensors that capture infrared radiation emitted by all objects

http://www.cidis.espol.edu.ec/es/dataset
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Fig. 1. Electromagnetic spectrum with sub-divided infrared spectrum

with a temperature above absolute zero [8], thus it can provide valuable extra
information to the visible one (e.g., RGB camera). In particularly, those appli-
cations that can be affected by poor lighting conditions, for instance in security
and object recognition, where nothing can be captured in total darkness. Con-
trariwise, thermal cameras are not affected by this lack of illumination. As shown
in Fig. 2 thermal images are represented as grayscale images, with dark pixels
for cold spots and the whites one for hot spots.

In recent years, infrared imaging field has grown considerably; nowadays,
there is a large set of infrared cameras available in the market (e.g, Flir3, Axis4,
among others) with different technical specifications and costs. Innovative use
of infrared imaging technology can therefore plays an important role in many
applications, such as medicine [16], military [9], objects or materials recognition
[3], among others, as well as detection, tracking, and recognition of humans, or
even applied for Vegetation Index Estimation [17].

Depending of the thermal camera’s specifications, the cost can vary between
$ 200.00 and more than $ 20000.00; the latter one has better resolution and
higher frame rate. On the contrary, cheap existing thermal cameras have res-
olution smaller than commercial RGB cameras. This lack of resolution, at a
moderate price, is a big limitation when thermal cameras need to be used for
general purpose solutions. Hence, a possibility to overcome this limitation could
be based on the development of new algorithms that allow to increase image
resolution. This possibility has been largely exploited in the visible spectrum
domain, where different super-resolution approaches have been proposed from
a conventional interpolation (e.g., [7], [10], [18]). Recently, novel deep learning
based approaches have been introduced with large improvements in performance
(e.g., [5], [19], [11], [15]). Hence, inspired on those approaches, some contribu-

3 https://www.flir.com
4 https://www.axis.com

https://www.flir.com
https://www.axis.com
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tions have been proposed in the literature to tackle this challenging limitation of
thermal imaging; most of these approaches are deep learning based (e.g., [4] [13]).

Fig. 2. Thermal image capture with a Tau2 Camera

One of the most relevant approaches for image enhancement has been pre-
sented in SRCNN [5]; the approach is based on a convolutional neural network
(CNN), where the architecture is trained to learn how to get a high-resolution
image from an image with a lower resolution. The authors explored the perfor-
mance by using different color space representations. They conclude that the
best option is obtained by using the Y-channel from the YCbCr color space.
The main limitation of their contribution is related with the training time. The
approach, named ”Accelerating the Super-Resolution Convolutional Neural Net-
work” [6], from the same authors of the previous work, proposes accelerating and
compacting their SRCNN structure for faster and better super resolution (SR).
The authors introduce a deconvolution layer at the end of the network and adopt
smaller filter size but more mapping layers. Yamanaka et al. [19] propose a CNN
based approach referred to as ”Deep CNN with Residual Net, Skip Connection
and Network in Network” (DCSCN) for visible spectrum image super-resolution.
According to the authors, this approach has a computation complexity of at least
10 time smaller that state of the art (e.g. VDSR [11], RED [15] and DRCN [12]).
Like in the SRCNN in DCSCN the given images are converted to the YCbCr
color space and only the Y-channel is considered. All these approaches have been
proposed for images enhancement from the visible spectrum.

A CNN based approach for enhancing thermal images has been introduced
by Choi et al. in [4], inspired by the proposal in [5]. The authors in [4] com-
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Fig. 3. Proposed Convolutional Neural Network Architecture

pare the accuracy of a network trained in different image spectrum to find the
best representation of thermal enhancement. They conclude that a grayscale
trained network provided better enhancement than the MWIR-based network
for thermal image enhancement. On the other hand, Lee et al. [13] also pro-
pose a convolutional neural network based on image enhancement for thermal
images. The authors evaluate four RGB-based domains, namely, gray, lightness,
intensity and V (from HSV color space) with a residual-learning technique. The
approach improves the performance of enhancement and speed of convergence.
The authors conclude that the V representation is the best one for enhancing
thermal images. In [14] the authors proposed an parallelized 1x1 CNNs, named
Network in Network to perform image enhancement with a low computational
cost; also in [14], uses this technique for image reconstruction.

In most of the previous approaches thermal images have not been considered
during the training stage, although intended for thermal image enhancement.
They propose to train their CNN based approaches using images from the visible
spectrum at different color space representations. On the contrary to all of them,
in the current work thermal images are considered for training the proposed CNN
architecture. The current work has two main contributions, the first one is the
thermal image dataset acquisition used for training and validation. The second
is proposed a CNN model designed for thermal spectrum images. The second
one is to propose a CNN model designed for thermal spectrum images. Through
this paper, terms ”thermal images enhancement” and ”images super resolution”
will be indistinctly used.

The rest of the paper is organized as follows. Section 2 details the collected
dataset and describe the approach proposed to enhance thermal images. Experi-
mental results are presented in Section 3; and finally, Section 4 summarize main
contributions of current work.

2 Proposed Approach

In the current work a deep CNN architecture with a residual net and dense
connections are proposed. The network uses a thermal dataset to perform a
superesolution to maintain image details.
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Fig. 4. Training process design of two datasets, using the proposal architecture, to
generate two models for validation process.

The architecture, presented in Fig. 3, has a part of the architecture dedicated
to obtain the high level characteristics of the image, and another part, to perform
the reconstitution of the image. All layers have dropouts and use parametric
ReLU as activator (preventing from learning a large negative bias term and
getting better performance). Additionally, based on the work of [19], the image
generated by bicubic interpolation has been used to enhanced the output of the
network.

This architecture is used for obtaining thermal image SR. On the contrary
to the state-of-the-art approaches, where CNN based architectures are trained
with visible spectrum images and used with thermal images. In this work the
network is trained with thermal images in order to obtain better results. The
latter hypothesis is validated by training the networks twice, one with visible
images and one with thermal images. This training process results in two models
(see Fig. 4), which are finally validated with thermal images. More details are
given bellow.

3 Experiments Results

In this section, the dataset acquisition and preparation for training and testing
are explained. Then the network setup information is provided, and finally the
comparison of the two models are depicted.

3.1 Datasets for training and testing

As mention above the current work the architecture presented is trained twice,
one with visible and other with thermal images. In this section the two datasets
used for these training processes are detailed.
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Due to the fact that there are not enough thermal image datasets, and the
few ones available are in low resolution, a new dataset of 101 thermal images was
generated (Fig. 5). This dataset was acquired using a TAU25 thermal camera
with a 13mm lens (45◦ HFOV) in a resolution of 640x512, with a depth of 8
bits and save it in PNG format. These images were acquired in indoors and
outdoors environments, in the morning, day and night; they contain objects and
people. Controller GUI software of TAU2 camera with the default value was
used. In order to increase the variety of images, this dataset was enlarged with
98+40 thermal images from a public dataset6, acquired with a FLIR T640 using
a 41mm lens with 640x480 resolution. After merging all the images in these
three datasets a total of 231 thermal images is obtained for training and testing.
All these images were mixed, then 215 were randomly selected for training,
18 randomly selected for testing and the remainder 6 for validation (named as
Thermal6). On the other hand, for training the visible model, the BSDS300 [1]
is used for training, SET14 [20] for testing and SET5 [2] for validation. Note, as
shown in Fig. 4, that the thermal images validation set is used to evaluate both
models.

In order to increase the number of training images, a data augmentation
process is performed, rotating and flipping from top to bottom, from left to
right all images. The quality and resolution of the images is maintained getting
a total of 1720 and 2400 images for thermal and visible respectively.

3.2 Training

The proposed architecture, has been training using a dense network, also, uses
the image generated by bicubic interpolation to improve image details, also the
layers for feature extractor uses dropout and ReLU operations, also a learning
rate of 0.002 is applied to the model, and uses MSE as a loss function to measure
the difference between the ground truth and the output. The model uses Adam
Optimazer, which is an adaptive learning rate method, which means, it com-
putes individual learning rates for different parameters. Its name is derived from
adaptive moment estimation, and the reason its called that is because Adam
uses estimations of first and second moments of gradient to adapt the learning
rate for each weight of the neural network. Each epoch train with a batch of
100000 patches for a total of 63 epochs. Mean Squared Error (MSE) between
the ground truth and output is used as a basic loss value.

As presented above, in order to evaluate the proposed approach, the same
architecture was trained with the two different datasets, the 1720 thermal images
were split up into 48x48 patches with 25 pixels overlapping of adjacent patches,
having a total batch of 185760. The 2400 visible images also were split up into
48x48 patches with 25 pixels overlapping, having a batch of 108000 (note that
although there are more visible than thermal images the number of thermal
patches is larger since thermal images have larger resolution.

5 https://www.flir.com/products/tau-2/
6 https://sites.google.com/view/multispectral/dde

https://www.flir.com/products/tau-2/
https://sites.google.com/view/multispectral/dde
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Fig. 5. Acquired thermal image dataset, with 640x512 resolution, using a Tau2 thermal
camera.

The patches obtained above are used as ground truth, while the input patches
are obtained by resizing them to half their original resolution. In the current work
there is not noise added to the input.

The training is performed in Windows Server 2012, with a dual 2.50GHz
CPU E5-2640, using one GPU K20m of 4GB. Each training consumes approx-
imately 5GB of RAM and takes approximately 25 hours. This architecture is
implemented using Tensorflow and Python.

3.3 Results

A fair comparison between the two models trained using the same infrastructure
with the same number of batches per epochs and hyper parameters were used.
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As show in Fig.4, two models have been trained with the different dataset,
each trained network was validated with a set of six thermal images (Thermal6)
and five RGB images (SET5), obtaining a Visible Based Model and a Thermal
Based Model. Table 1 shows that with Thermal6, the thermal trained model
shown a PSNR average value higher than the PSNR average value obtained
with the Visible trained model. Also, it shows that SET5 got better PSNR
values on visible model than thermal model. A qualitative comparison can be
appreciated in Fig. 6, where the SR images obtained with the two models, as
well as the images with the bicubic interpolation, are depicted. Additionally in
this figure the ground truth is presented (values in brackets correspond to the
average PSNR presented in Table 1)

Fig. 6. Enhanced images (twice the original resolution) obtained with different ap-
proaches.
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Table 1. Average result of PSNR with proposed arquitecture

Dataset Scale Bicubic Visible Thermal
Based Model Based Model

Thermal6 x2 39.59 40.88 41.24

x3 37.68 39.14 39.62

x4 34.98 37.17 37.85

SET5 x2 33.64 37.69 37.46

x3 30.37 34.01 33.74

x4 28.41 31.69 31.25

4 Conclusions

In the current work, the usage of the proposal network has been considered
to obtain thermal image SR. Two models have been obtained by training the
same network with two different datasets in order to seek for the best options
when thermal images are considered. The experimental results indicate that the
network model trained with thermal image dataset is better than using visible
image dataset. As an additional contribution a thermal image dataset has been
acquired, which is publicly available. As a future work, new CNN architecture
will be designed specifically intended for thermal images. Additionally, training
the model using a dataset obtained from the combination of different domains
(e.g., Y-channel, V-Brightness, Gray and Thermal) will be considered.
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