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Abstract. In gamification, the development of "visual metrics for educational 

video games linked to social assistance robots in the framework of inclusive ed-

ucation" seeks to provide support, not only to regular children but also to children 

with specific psychosocial disabilities, such as those diagnosed with autism spec-

trum disorder (ASD). However, personalizing each child's experiences represents 

a limitation, especially for those with atypical behaviors. 'LOLY,' a social assis-

tance robot, works together with mobile applications associated with the family 

of educational video game series called 'MIDI-AM,' forming a social robotic plat-

form. This platform offers the user curricular digital content to reinforce the 

teaching-learning processes and motivate regular children and those with ASD. 

In the present study, technical, programmatic experiments and focus groups were 

carried out, using open-source facial recognition algorithms to monitor and eval-

uate the degree of user attention throughout the interaction. The objective is to 

evaluate the management of a social robot linked to educational video games 

through established metrics, which allow monitoring the user's facial expressions 

during its use and define a scenario that ensures consistency in the results for its 

applicability in therapies and reinforcement in the teaching process, mainly 

adaptable for inclusive early childhood education. 

Keywords: Autism, Gamification, Teaching-Learning, Human-Robot-

Game, ASD, Educational Digital Games, Usability. 

1 Introduction 

Today, video games are becoming increasingly popular within people's entertainment 

activities and are attracting the interest of researchers about their opportunities for stud-

ies in players [1]. The new generations access electronic devices at an increasingly 

young age. This widespread access is in addition to making them dexterous when using 
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them, opens up a window of opportunities for researchers in which the use of new tech-

nologies as a learning tool is studied [2]. The positioning of smartphones and tablets as 

indispensable artifacts of contemporary life makes it possible to implement educational 

video games on these devices as part of the gamification strategies applied to regular 

and inclusive education. 

Videogames, known as educational digital games (EDG) or serious games, contrib-

ute a fun way to teach content. This contribution creates a good impression about gam-

ification, increasing acceptance levels among users, capturing children's attention and 

reinforcing their learning [3], and improving their well-being and mental health [4]. In 

the realization of serious games, especially for special and inclusive education, patients 

diagnosed with particular health or psychosocial conditions must participate from the 

first stage of developing the application or the game [5]. 

On the other hand, social assistance robots (SAR) used together with EDGs contrib-

ute to the learning process by encouraging user interaction and active listening [6]. The 

platform created as part of this research called MIDI-LOLY is a Human-Robot-Game 

(HRG) platform in which a social robot, 'LOLY,' is linked with different digital educa-

tional games [7]. These EDGs are made up of animated stories about primary education 

curricular content and level games called MIDI-AM (an acronym for Children's Inter-

active Educational Multimedia), developed as mobile applications [8]. Together, it 

seeks to improve the learning experience of children, who are studying the first years 

of primary education, and especially to capture and motivate the attention of children 

with autism spectrum disorder (ASD), thus promoting inclusive education [7]. 

ASD is a neurological and developmental condition commonly diagnosed during 

childhood. It remains for life and influences interpersonal communication and the learn-

ing process, presenting restricted and repetitive behaviors, interests, and activities [9]. 

Several studies have used social robots for educational purposes in children with ASD, 

hoping to assess their contribution to the learning process. Similarly, studies involving 

human-computer interaction indicate that educational video games help reduce apathy 

and distraction, characteristic of their behavior [10, 11]. Similar attention patterns have 

been found in video games tested by users with ASD and with regular or known neu-

rotypical users, using a gaze locator [12]. 

The social assistance robots used in gamification are a relatively new technology 

that focuses on developing intelligent robots capable of assisting in social interactions. 

Some authors have already highlighted the importance of their use in establishing in-

teractive software-robotics-videogames environments as learning tools to teach and 

achieve rehabilitation of children with ASD [13]. Social assistance robots can offer 

personalized and affordable therapeutic assistance to children with ASD [14]. The big-

gest challenge is that children with ASD have apparent differences in language profi-

ciency and variations in cognitive ability [15], social behavior, and understanding [16]. 

Due to this variation, the learning styles across the spectrum are not uniform, so there 

are different methods currently used to work with these groups [17]. For this reason, 

the study of gaming or gamification techniques is also essential since some methodo-

logical adjustment may be required to achieve the desired objectives [18]. 

In some cases, when interacting with robots and with EDG, children with ASD show 

social behaviors, such as imitation, robot eye gaze, and joint attention, which may be 



3 

helpful in possible treatments [19, 20]. It is argued that these social behaviors, rare in 

children with ASD, can be caused by the robot and spontaneously on other occasions 

[21]. Therefore, variations such as linking the robot to an EDG for increasing children's 

potential, in terms of the degree of attention, are proposed [7]. Therefore, the need arises 

to carry out some monitored follow-up of the Human-Robot-Game interaction to eval-

uate results of use and behavior. 

In this sense, there are alternatives for open-source facial recognition algorithms 

with which different visual characteristics of the user can be monitored and evaluated 

throughout the interaction. One of them is the OpenFace application, which allows per-

forming a facial analysis of the user during the interaction with the LOLY social robot 

and the games of the MIDI-AM family. In addition, with visual monitoring, an obser-

vational operator can be dispensed with to provide an interpretation when the Game-

Robot-Child interaction session is finished. 

Therapies for children with ASD using social robots in conjunction with EDGs is a 

new field that aspires to develop novel treatments to improve the quality of learning 

and behaviors of children and their families. For this purpose, it is essential to develop 

tools that evaluate the Child-Robot and Child-Game interactivity utilizing parameters 

such as the degree of attention and the times of activity and concentration. 

2 Materials and methods 

For the present explanatory study, field tests were developed in educational support 

centers working with regular or neurotypical children and with ASD. Focus groups and 

technical measurement of the results were carried out for the observation processes of 

the Robot-Game use activity and the evaluation of programmatic results. 

2.1 Sample 

The selected technique is cluster sampling, dividing the children into two groups. The 

first group comprises neurotypical children with ASD, play together with LOLY, and 

an EDG from the MIDI-AM series. The second group works with children who play 

with the same EDG selected for the first group, but only using the Tablet. The total 

focal sample was 11 children with ages between four and eight years. Of this sample, 

five are neurotypical children, and six are children with grade one and two ASD (high 

and medium achievement). Each child played between 10 and 12 minutes on average, 

time estimated to be enough to complete each of the five chapters of the monitored 

EDG of the MIDI-AM series called 'Anibopi.' The game used for the tests focuses on 

the teaching of living and non-living beings. The interaction of each child with the 

MIDI-LOLY platform was individual, and only the presence of the child, her repre-

sentative, and a trained observer or technician were allowed to assist if required. All 

sessions were recorded on audio and video, with the written authorization of each rep-

resentative. 
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2.2 Data collection 

The data collection for the analysis and evaluation of the recorded interactions is carried 

out in two different processes. On the one hand, there are the games of the MIDI-AM 

family, which are capable of running on an Android tablet or phone, linked or not to 

the LOLY robot. These applications collect data throughout the interaction and store it 

in an interchange format log file called JSON (JavaScript Object Notation). This file 

contains valuable variables for the analysis of performance in the interaction, such as 

the number of game stories viewed, correct and incorrect answers, number of with-

drawals, the average time to complete a level, among other variables necessary to eval-

uate the usability and playability of MIDI-AM applications. In addition, the social as-

sistance robot providing support and encouraging participation in children allows the 

complete interaction to be recorded on audio and video. Likewise, the LOLY robot can 

work with various applications of the MIDI-AM series (as shown in Fig.  1). However, 

the 'Anibopi' application is used exclusively for the experiments in this study. 

The video that is produced during the game is stored in the cloud and later processed 

with OpenFace. This analysis finally produces a file in CSV (comma-separated values) 

format with variables of interest such as confidence level, emotions, head position, and 

eye gaze. The MIDI dashboard is an online platform where all the data interactions 

corresponding to any of the applications that make up the MIDI-AM family are stored. 

Therefore, each JSON generated by the mobile application plus the video data pro-

cessed by OpenFace are stored in this medium. The dashboard serves as a storage space 

and environment in which the present analysis of the data available for each interaction 

can be accessed. 

 

 
Fig.  1. The general architecture of the MIDI-LOLY platform 

2.3 Visual Control Tool 

OpenFace is open-source software that allows facial recognition using neural networks, 

and in this case, it is used to monitor emotions and degrees of attention through the 

position of the head and the gaze of the eye [22]. The data is obtained from a video 

coming from a camera located on LOLY's forehead. In this way, the software is used 

through a program in Node.js in which the user sends an image or a video for subse-

quent facial recognition analysis; later, it returns a CSV file with the results of the anal-

ysis [23]. 
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Face detection. - A restricted local neural fields (CLFN) model is used for the detec-

tion of facial points. This model can identify 68 facial points and is continuously im-

proved by training the distribution of the points in different groups (eyes, lips, and eye-

brows) [22]. From the coordinates of each facial point, identifiable emotions are deter-

mined, such as neutrality, anger, surprise, happiness, sadness, and disinterest. 

Head position. - the position of the head is estimated from the 68 facial points pre-

viously identified. This identification is possible because the software uses a three-di-

mensional representation for facial points and displays them in the image using an or-

thogonal projection of the camera. Although the program needs to have calibration pa-

rameters for the camera (focal length and main point), it can work without them using 

an estimate based on the size of the image [22]. Binary variables were created from the 

raw outputs of the program. Two possible scenarios are considered, one in which the 

head is perpendicular and the other in which the head is tilted downward. 

Eye Gaze. - Work was done in conjunction with the modules concerning the analysis 

of face detection. Once the position of the pupil and the eye have been detected, the 

CLFN model will use this information to generate variables that allow estimating the 

gaze of the eye [24]. Four possible scenarios are considered in which the user can direct 

his attention: 1) to the robotic face, 2) to the robotic bust, 3) to the Tablet, or 4) he is 

simply not paying attention to the interaction. The facial points, head movements in 

three axes, and gaze estimation are shown in Fig.  2. 

 

 
Fig.  2. Facial Points / Head Movement / Eye Gaze - OpenFace 

2.4 Required settings 

Once the output variables are described, the experiments help determine that the po-

sition of the head and the eye's gaze variables depending considerably on the setting in 

which the tests are carried out because they work with angles. Meanwhile, the emotions 

work correctly, regardless of the scene-river in which the interaction takes place. 

Head position uses the variables Pose_Rx, Pose_Ry, and Pose_Rz to determine 

whether the user's head is perpendicular to the camera or tilted downward. These vari-

ables are in radians, so they are transformed to sexagesimal degrees. 

On the other hand, the eye's gaze uses the variables gaze_angle_x, gaze_angle_y, 

and uses the binary variables c_perpendicular and c_inc_down to control the child at-

tending the interaction. The gaze_angle_x and gaze_angle_y variables are in radians, 

so they are also transformed to sexagesimal degrees. 

Finally, the emotions are identified with the facial points located by the program. 

Regardless of the scenario in which the interaction occurs, correct detection of the face 
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allows determining the emotion during observation. Several test videos were made with 

the focus groups and tests in a computer laboratory to analyze results. 

2.5 Stage 

The interaction took place in a therapy room especially suitable for the care of chil-

dren with ASD of the Asperger Ecuador Foundation. A table, chair with standard di-

mensions used in therapies with children focused the child's height from the robot's 

camera in everyday attention situations. For the Tablet with the game installed, a sup-

port device was used to keep it vertical in order to be able to visualize the front of the 

child's gaze more appropriately. The LOLY robot was about 60cm from the child's face, 

while the Tablet was about 30cm (as shown in Fig.  3). However, the main problem is 

the amplitude of the video captured from the forehead of the LOLY robot when using 

a fisheye lens. With this lens, the environment is widely captured and less of the child 

subject of study. This matter implies that the area occupied in the painting by the child's 

face is smaller than the external space captured, and as a result, the facial points are 

more concentrated. Furthermore, the camera's height (see Fig.  3.c) is much higher than 

the level of the child's head. All of this makes it difficult in the first instance to make 

correct estimates with face recognition software (as shown in Fig.  3.b). 

 

 
Fig.  3. Interaction scenario: a) General scheme; b) Frame captured by LOLY's camera; and 

c) Camera location in LOLY 

3 Results 

3.1 OpenFace Results 

Although the focus group tests were carried out with 11 children, they needed to 

wear a mask, given the current pandemic situation, making it difficult to analyze their 

recordings using OpenFace. Only one representative agreed to allow the child to carry 

out the interaction without a mask, always with her consent and considering all biose-

curity measures. The results found for one of the children, recorded without a mask, are 

described below. This child, whom we will call RsbO, is seven years old and currently 

receives regular virtual classes of primary education, but with a basic knowledge of 

curricular content in the Natural Environment area, about living and non-living beings, 

that is the topic covered by the game used for the evaluation. 
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Fig.  4 shows that the child paid attention to the LOLY robot for 71% (Fig.  4.b) of 

the interaction time, while to the Tablet only 27% (Fig.  4.a). Overall, the records indi-

cated that the child was 98% attentive to all interaction (Fig.  4.c). These results, to-

gether with those of the dashboard, show excellent participation of the child during the 

five stories with content about 'The Beings' that the game presents, guided by instruc-

tions given by the LOLY robot. No dropouts or incorrect answers occurred during the 

game activities, adding up to a total of 10/10 correct answers. 

 

   

 
Fig.  4. Attention results obtained with OpenFace 

Furthermore, Fig.  5 shows that, in the case of the RsbO child, he remained 71% of 

the time with his head in a perpendicular position, which, as previously mentioned, was 

the condition to determine that the child was looking at the robot. In addition, he spent 

27% of the time observing the Tablet and only 2% neglecting the interaction. Therefore, 

taking into account 12 minutes of intervention, 98% of attention is a high and promising 

percentage. 

  
Fig.  5. Attention results (head position) obtained with OpenFace 
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Following those mentioned above, it is suggested that LOLY is not a distraction for 

children during the learning process, since despite the high degree of attention they pay 

to the robot, their performance in the game is not affected. On the contrary, it is ob-

served that it stimulates the child's attention when giving instructions or indicating 

whether he corrects the answers or movements that the robot must perform in the game. 

Regarding the evaluation of feelings or moods, as shown in Fig.  6, it is positive that 

67% and 12% of the total time, the child has reflected happiness and surprise on her 

face, respectively. Additionally, as a result of evaluating emotional situations, it is de-

tected that it is not relevant that 2% of the time, the child has shown disinterest. Mainly, 

when comparing this data with the results that the MIDI dashboard metrics show, it was 

identified that this child did not make any mistakes in all the interactions. 

  

The mood at different specific moments of the game still needs to be analyzed as a 

whole to determine in which specific parts of the game the child shows a particular type 

of emotion. However, within this stage of the study, it was not possible to analyze the 

combination of these results. 

3.2 Dashboard results 

The results from the MIDI-AM dashboard for the focal test carried out with children 

who played for the first time with the Robot LOLY, and Anibopi can be seen in Fig.  7. 

This figure shows that they all had the same number of hits, in this case, 12 and that 

three of them had at least one mistake. Only two children showed a higher number of 

mistakes. These cases are assumed to be related to the child's age, who is barely four 

years old, the youngest in the sample, and with a low level of literacy justifiable at his 

age. Furthermore, he had no knowledge of the Natural Environment; Unlike the other 

three children, who have already received regular classes and are currently receiving 

virtual classes. Child 4 is also highlighted (with whom the test was carried out with the 

Fig.  6. Empathy results obtained with OpenFace 
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full face), who did not have any mistakes and had a previous knowledge base on the 

content of Natural Environment. It should be noted that the number of attempts presents 

a significant variance. Nevertheless, this variance is also determined by the times they 

played the games, since in most cases, they repeated the same, noting that they wanted 

to continue playing with LOLY and the Tablet. 

 

 
Fig.  7. Empathy results obtained with OpenFace 

Additionally, Fig.  8 shows the first round of games performed without LOLY on 

the focal tests, while Fig.  9 shows the second round of games with LOLY. Both graphs 

highlight tests 3 and 8 ("pr3", "pr8", identification codes of neurotypical children), 

which obtained the same number of correct answers in both the first and second tests. 

However, the number of mistakes and attempts with the pr3 child slightly increased 

while playing with LOLY. Something similar happens with test 6 ("pr6" child ASD), 

but there was no mistake when playing on stage with the robot in this test. Besides, in 

the pr6 child, there are many attempts and fewer hits than the test without LOLY. This 

child's results suggest, in the first instance, that LOLY may be a partial distractor for 

children with ASD and neurotypical when it comes to performing a game action. How-

ever, this did not represent a negative point by showing that the number of attempts 

increases with LOLY. On the contrary, this indicates the children's desire to continue 

playing with the intervention of the robot, seeking to achieve more outstanding suc-

cesses than mistakes with the help of LOLY, especially in the case of children with 

ASD. 

 

 
Fig.  8. Empathy results obtained with OpenFace without 'LOLY.' 
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Fig.  9. Empathy results obtained with OpenFace with 'LOLY.' 

Except for the above, test 4 ("pr4") reflected a more significant number of hits and 

missed with LOLY, unlike the scenario without the robot, but maintaining the same 

number of attempts in both cases. Thus, the observed result of this scenario was mainly 

due to the learning curve of the pr4 child, mainly due to their initial learning conditions. 

However, obtaining higher hits without increasing the number of attempts allows us to 

deduce LOLY's contribution to the interaction. It is generally identified that children 

stay in the game longer when they are motivated by LOLY's intervention. 

It should be noted that the focal tests were carried out periodically in three different 

sessions with similar results. However, it is highlighted that the hypotheses raised about 

moods or emotions have not yet been fully verified. This matter happens due to the 

videos of all the children could not being processed with the parameters established in 

the program due to the use of a mask during the sessions. 

4 Discussion and conclusion 

A study of the Human-Robot-Game (HRG) platform was carried out to analyze the 

work of a social assistance robot interacting with educational digital games (EDG) used 

by a child in a therapeutic session like a game. In addition, this platform providing 

support seeks to encourage the active participation of children with ASD and neuro-

typicals in their educational learning activities. The current work is a baseline for de-

veloping improvements between the social robot LOLY and the MIDI-AM series video 

games such as Anibopi. This research is considered innovative and relevant, as it does 

not identify studies that have documented similar tests of the functioning of EDG with 

Robotics in children through the evolution of use metrics and facial recognition. The 

degrees of emotion and attention captured through videos during the game's action are 

verified within these metrics. 

Focus groups were carried out with several children, but in particular with one child 

identified as RsbO. The scenario in which the interaction with RsbO was carried out, 

although it was not ideal, made it possible to confirm the viability of the OpenFace 

facial recognition program as a tool for analyzing the degree of attention; Likewise, it 

allowed to identify possible improvements required in the EDGs and particularly in the 

robot. It was evidenced that the place where the camera is located in the face of the 
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LOLY robot is not the most appropriate. This matter occurs due to the degrees of move-

ment in the head that the robot has. In other words, when LOLY moves her head, she 

is also moving the camera. For this reason, specific observations reached atypical de-

grees, making it difficult to estimate the position of the head and the gaze of the eye. 

Therefore, the location of the robot's camera is suggested, preferably on the chest, 

which would considerably improve the degree of vision and precision of movement 

during the recording of the child's evaluation. 

Hypotheses raised as follows: LOLY improves the learning experience of neurotyp-

ical children or children with ASD; LOLY is not a distraction for children during the 

learning process; o LOLY is a stimulus to capture the child's attention and keep playing. 

One of the most relevant hypotheses in the educational field is to evaluate if a social 

robot like LOLY is more effective in children who do not know the area to which the 

content of the game that is guided by the robot is dedicated, such as the analyzed case 

of the Anibopi game, on the Natural Environment. 

In the study carried out, it has not been possible to answer all the questions, given 

the limitations caused by the COVID-19 pandemic, which caused, for example, the 

impossibility of being able to do specific tests in focus groups without the use of masks. 

However, the scenario under which it is possible to carry out the tests in the best con-

ditions is determined, that is an appropriate position of the LOLY camera, efficient 

distance from the child to the robot, the need for not mandatory use of a mask, and a 

sample uniform of evaluated that allows creating more representative subsamples. 

We suggest for further investigation adds in the MIDI-AM dashboard the playtimes 

of the child for the different activities of the game. This playtime recorded will help 

contrast the information provided by the OpenFace facial recognition software to de-

termine or rule out which parts of the application the joint use of the robot-game gen-

erates negative or primarily positive emotions in ASD neurotypical children to improve 

its therapeutic or educational use. 
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