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Abstract

The simultaneous use of images from different spectra

can be helpful to improve the performance of many com-

puter vision tasks. The core idea behind the usage of cross-

spectral approaches is to take advantage of the strengths

of each spectral band providing a richer representation of

a scene, which cannot be obtained with just images from

one spectral band. In this work we tackle the cross-spectral

image similarity problem by using Convolutional Neural

Networks (CNNs). We explore three different CNN archi-

tectures to compare the similarity of cross-spectral image

patches. Specifically, we train each network with images

from the visible and the near-infrared spectrum, and then

test the result with two public cross-spectral datasets. Ex-

perimental results show that CNN approaches outperform

the current state-of-art on both cross-spectral datasets. Ad-

ditionally, our experiments show that some CNN architec-

tures are capable of generalizing between different cross-

spectral domains.

1. Introduction

Generally, the performance of computer vision applica-

tions strongly depends on lighting conditions, decreasing

when dealing with low-light or no-light scenarios. This is

an inherent limitation of just using images from the visible

spectrum that can be overcome using images from different

spectral bands or modalities [11]. Specifically, we are in-

terested in cross-spectral applications, i.e., applications that

use images from two different spectra to tackle in a more

efficient way classical computer vision problems. For ex-

ample, in surveillance systems, the use of thermal images

can help to distinguish between background and foreground

objects with similar visual appearance, while images from

the visible spectrum can be used to discriminate between

objects with a similar temperature [19].

(a) VIS (b) NIR (c) VIS (d) NIR

Figure 1. Common cross-spectral image matching challenges: i)

texture may be lost between image pairs ((a) and (b)); and ii)

the direction of the intensity gradients can change between im-

age pairs ((c) and (d)). Images samples from [21]. This figure is

best viewed in color.

In this paper, we focus on the cross-spectral matching

problem by teaching CNNs to measure how similar two

given patches are. This is a challenging task (see Figure 1),

mainly due to the non-linear relationships between the cor-

responding pixel’s intensities. For example, pixel intensity

variations in the LWIR1 spectrum are related to changes in

the temperature of the objects, while pixel intensity varia-

tions in the visible spectrum are more related to color and

texture [1]. Because of these natural differences between

images acquired from different spectra, conventional meth-

ods used to compare image patches in a mono-spectral set-

ting such as SIFT [15], SURF [4] or KAZE [3] end up pro-

viding a limited matching performance[12].

1Through this work the following acronyms will be used, VIS: VISible;

NIR: Near InfraRed; LWIR: Long Wavelength InfraRed
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Based on recent success in deep convolutional neural

networks to measure the similarity between image patches

in the VIS domain (mono-spectral case) [25, 10, 22], we

train three CNN architectures to compute similarity mea-

sures between cross-spectral image patches. We train each

network architecture utilizing images from the VIS and the

NIR spectrum and then test the results with two public

cross-spectral datasets. We follow a similar study to [25]

but applied to cross-spectral cases.

The main contributions of this work are the following:

• Evaluations of CNN-based architectures to measure

the similarity between cross-spectral image pairs. To

our knowledge this is the first time that CNNs are used

to compute patch similarity measures between natu-

ral cross-spectral image pairs—natural images refers

to non-medical images and images not captured from

satellites (remote sensing).

• We show that a network trained in the VIS-NIR cross-

spectral domain can also be used to match features in

the VIS-LWIR cross-spectral domain.

• Our trained networks and evaluation software are re-

leased to the community for further evaluation 2.

The rest of the manuscript is organized as follows. Sec-

tion 2 describes the most recent work on image patch sim-

ilarity approaches based on CNNs (for the VIS case) and

cross-spectral image patch similarity. In Section 3 we detail

all the network architectures trained and evaluated through

this work. Section 4 describes the training settings used in

our networks. In Section 5 we present the experimental re-

sults on two different public cross-spectral image datasets.

Finally, conclusions are presented in Section 6.

2. Related Work

2.1. Crossspectral similarity

To a great extent, most of the previous work in cross-

spectral patch similarity consists in modifying and/or adapt-

ing conventional feature descriptor approaches used in the

VIS spectrum. On this line, [8] proposes to compute the

SIFT descriptor between [0, π) instead of [0, 2π) to become

invariant to the intensity gradient directions3. Although this

approach reduces the discriminative power of SIFT, it works

well on VIS-NIR cross-spectral image pairs. Aguilera et al.

[1] describe cross-spectral image pairs using a local version

of the MPEG-7 texture descriptor EHD [16]. This approach

is motivated by the non-linear relationship between images

from the VIS and the LWIR spectral bands, giving more

2https://github.com/ngunsu/lcsis
3This algorithm is referred to as GISIFT in the experimental result sec-

tion of the current work

value to the information at the edges than to the pixel inten-

sity values. In a similar way, [2] and [18] describe cross-

spectral image pairs using a variant of the EHD descriptor,

that consists in using as an input the image responses to

different Log-Gabor filters instead of pixel intensity values.

More recently, Kim et al. [12] introduce a local feature de-

scriptor based on the image frequency response and local

self-similarity.

The aforementioned methods can be categorized as lo-

cal feature descriptors. Dense matching strategies also have

been proposed in the literature. In contrast to local ap-

proaches, dense approaches try to globally optimize an ob-

jective function in order to find correspondences to all the

pixels in an image. Ce Liu et al. [14] use a dense version of

the SIFT descriptor and an objective function similar to the

one used in optical flow to dense match images with non-

linear intensity variations. In a similar way, [21] proposes a

dense matching strategy based on variational approaches.

The algorithm can be seen as a two-step method, where

the first step is to globally estimate large displacements be-

tween the pixels and then use a local matching strategy to

estimate the residual errors.

2.2. CNNbased patch similarity

CNN-based approaches are becoming the dominant

paradigm in almost every computer vision task. CNNs have

shown outstanding results in various and diverse computer

vision tasks such as stereo vision [26], image classification

[23] and recently also in local patch similarity [25], outper-

forming conventional hand-made approaches.

CNNs can be used to compare image patches in more

ways than one. Fitcher et al. [9] evaluate the local de-

scriptor dataset from [17] using as feature descriptor the

first layer filters of the well known AlexNet network [13].

The resulting descriptor outperforms hand-made descrip-

tors such as SIFT in almost every category, even though

AlexNet was not trained to that task. Zbontar et al. [26]

propose a siamese network architecture to compare image

patches to do small-baseline stereo. More recently, [25] an-

alyzes different CNN-based architectures, specifically de-

signed and trained to compute images patch similarity, in

a variety of problems and datasets. The trained networks

outperformed the work of [9] in every category, becoming

the base for more recent works such as [22]. Although the

results of [25] are state-of-art regarding patch matching per-

formance, in terms of runtime it is slower than conventional

hand-made approaches. The aforementioned problem is ad-

dressed in [10], where the authors propose a generalization

of the siamese networks in order to speed up the match-

ing process. They divide the network in two parts, firstly

a description network and then a metric network. In this

way, each patch descriptor is just computed once, instead of

multiple times such as in [25]. Another alternative was pro-
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Figure 2. CNN architectures trained and evaluated during this work. (a) 2ch network, (b) siamese network if the weights W are shared and

pseudo-siamese if the weights W are independent.

posed by [22], where the authors train a siamese network

that compares the similarity of different image patches us-

ing the L2 distance. This makes the matching process much

faster since it is possible to use fast approximate nearest

neighbors algorithms to find the image correspondences and

thus improve the overall matching runtime. However, it is

not clear how well it performs when compared with CNNs

that compute the distance between two image patches using

a metric network. i.e., linear layers.

3. Network Architectures

In the current work three deep-network architectures

are considered (i.e., 2-channel (2ch), siamese (siam) and

pseudo-siamese (psiam), see Figure 1). Each one of these

networks takes as input two image patches of size 64x64,

where each patch belongs to a different spectra. The out-

put is a scalar value that indicates the distance between the

input patches.

We selected this three network architectures from [25]

mainly for two reasons:

• Firstly, since the trained models are publicly available,

we can compare our cross-spectral trained models with

the same models trained for the VIS spectrum case.

This will let us answer the following questions: Can

CNNs trained in the VIS domain be used in cross-

spectral applications without modifications? Are net-

works trained in the VIS domain similar to networks

trained in the VIS-NIR domain?.

• Secondly, these network architectures can be easily

adapted for the cross-spectral case, just setting each

network input to a particular spectra—and keeping the

Layer Type Output Dim Kernel Stride

1 convolution 96 7x7 1

2 ReLU 96 - -

3 max-pooling 96 2x2 1

4 convolution 192 5x5 1

5 ReLU 192 - -

6 max-pooling 192 2x2 1

7 convolution 256 3x3 1

8 ReLU 256 - -

9 Linear 1 - -

Table 1. 2ch network parameters.

same input relationship through the whole process, i.e.,

during training and testing.

3.1. 2channel network

The 2ch network is depicted in Figure 1(left). It takes as

input an image patch of two channels, where each channel

corresponds to one of the two patches to be compared. The

network is composed of a series of convolution, ReLU and

max-pooling layers, and a final linear layer that works as

the metric network.

The 2ch network architecture combines the information

of both cross-spectral image patches at the beginning of the

network, processing in the next layers the combined infor-

mation obtained in the first layer. Processing the data jointly

from the first layer has proven to be the best solution in

terms of feature matching performance in the visible do-

main (mono-spectral case) [25]. However, it is also one of

the slowest solutions when matching local features. The 2ch

parameters used in the current work are listed in Table 1.

3
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(a) Mountain (b) Forest (c) Street (d) Indoor

Figure 3. Cross-spectral image pairs samples from the VIS-NIR dataset [6] used to create our cross-spectral patch dataset. The dataset is

composed by 9 categories: country, field, forest, indoor, mountain, oldbuilding, street, urban and water. The first row corresponds to NIR

images and the second row to VIS images. This figure is best viewed in color.

Layer Type Input Dim Output Dim

9 Linear 512 512

10 Linear 512 1

Table 2. Siamese and pseudo-siamese metric network parameters.

3.2. Siamese network

Essentially, siamese networks are quite similar to tradi-

tional feature matching approaches, i.e., the network firstly

computes feature descriptors for each patch and then eval-

uates the similarity between the descriptions using some

trained metric. The siamese network consists of two CNNs

feature networks with shared parameters that process each

patch independently and a final metric network that acts as

a distance metric (see Figure 1(right)). Each feature net-

work is composed of a series of convolution, ReLU and

max-pooling layers, while the metric network is composed

of dense layers.

Siamese networks are slower than 2ch network at train-

ing, but can be faster at prediction. This is mainly due the

fact that, once trained, it is possible to divide the network

into two different stages and separately compute the feature

description from the similarity measure.

In the current work the siamese feature networks have

the same configuration than the 2ch network, just changing

the metric network for the one described in Table 2.

3.3. Pseudosiamese network

The pseudo-siamese network is essentially a siamese

network but without shared parameters, i.e., each feature

network is different from the other. This is important since

the pseudo-siamese network can end up learning custom

convolutional filters for each input spectrum, giving more

flexibility to the network. The setting used in the current

work are the same than the ones used in the siamese net-

work.

4. Training

All the networks described in the previous section were

trained in a supervised way. To that end, we built a cross-

spectral image patch dataset4 using the public VIS-NIR

scene dataset from [6] (see Figure 3). The patches were

extracted around interest points detected using SIFT in the

VIS images. Half of the feature points were used as cor-

rect matches, extracting the same patch in the correspond-

ing NIR image (note that both images are correctly regis-

tered), and the other half as false matches, extracting a ran-

dom patch in the corresponding NIR image (see Figure 4).

Table 3 shows the details of the patch dataset.

We use a margin criterion to train our networks as in [25].

The margin criterion optimizes the two-class classification

hinge-based loss term described by the following equation:

min
w

λ

2
||w||2 +

N∑

i=1

max(0, 1− yio
net

i
), (1)

where w corresponds to the network weights, onet
i

is the

network output for the i-th training sample, λ is the weight

decay term and y is i-th training label. y can take two val-

ues, +1 if the i-th training sample is a correct match or -1 if

it is a wrong one. In other words, we are training the net-

works in such a way that we expect large positive values at

the output of the network when both patches are the same

and small values when the patches are different.

4We provide a script to generate this dataset.

4
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Category # patches

country 277504

field 240896

forest 376832

indoor 60672

mountain 151296

oldbuilding 101376

street 164608

urban 147712

water 143104

Table 3. The VIS-NIR patch dataset used to train and evaluate our

networks; it consists of more than 1 million of cross-spectral im-

age pairs split up into 9 different categories. This table shows the

number of cross-spectral patches per category.

(a) (b) (c) (d)

Figure 4. Image patches from the training set. The first row cor-

responds to grayscale images and the second row to NIR images.

(a) and (b) are two samples of false matches and (c) and (d) two

samples of correct matches.

Each model is trained using Stochastic Gradient Descent

with a learning rate of 0.05, L2 weight decay (λ) of 0.0005,

a momentum of 0.9 and batches of 256 samples. As recom-

mended in [5], the training data was shuffled at the begin-

ning of each epoch and each input patch is normalized by

its intensity mean. All the patches from the country cate-

gory were used to train the networks, were 80% of the data

was used as training data and 20% of the data as valida-

tion. Additionally, we augmented the training data flipping

the cross-spectral image pairs horizontally, vertically and

rotating both images in 90 degrees—in order to increase the

training data and prevent overfitting.

We implement all our code in Lua using the scientific

computing framework Torch [7]. We trained the 2ch net-

work during 2 days and the siamese and pseudo-siamese

networks during 4 days each one on a 3.0 GHz Core I7 PC

with a NVIDIA K40 GPU.

5. Experimental Results

Our trained networks were tested with two cross-spectral

datasets—the VIS-NIR dataset described in Section 4 and

the VIR-LWIR dataset from [2]. In all the experiments pre-

sented below the networks are referred to as 2ch-country

(2-channel network model trained on the country sequence),

siam-country (siamese network model trained on the coun-

try sequence) and psiam-country (pseudo-siamese network

model trained on the country sequence). The country se-

quence was selected for training for two main reasons:

i) in a preliminary evaluation stage the country sequence

was one of the most difficult sequence in the VIS-NIR

dataset; and ii) it is also one of the sequences with more

data available. Additionally, for comparative evaluations

with the state-of-art on VIS and cross-spectral patch sim-

ilarity, we present results obtained with six of the trained

networks presented in [25], SIFT [15], GISIFT[8], EHD[1]

and LGHD[2]. These evaluations are intended for:

• Evaluating the performance of networks trained in the

visible domain when they are used in a cross-spectral

scenario—are the networks capable of generalizing?.

The performance of these network architectures is ad-

ditionally evaluated when they are trained with cross-

spectral image pairs.

• Evaluating the generalization capability of networks.

In other words, we would like to evaluate how well a

network trained in a particular cross-spectral domain

behaves in other cross-spectral domains. More specif-

ically, we try to answer the following question: how

well a VIS-NIR trained network performs on a VIS-

LWIR dataset?

5.1. Local image patches (VISNIR)

We evaluate the performance of our networks using the

false positive rate at 95% Recall (FPR95) on each category

of the VIS-NIR scene dataset (as in [25]). To be fair, we do

not include the country sequence in the mean FPR95 value

provided at the right side of Table 4, since it was used to

train our network.

The results of our tests are presented in Table 4. All

our networks perform better than the ones trained just with

images from the VIS spectrum. This is a not surprising re-

sult, since those networks were not trained for such a task,

however it tell us that we cannot use this trained networks

without modifications (fine-tunning) on cross-spectral ap-

plications. Moreover, the 2ch-country network outperforms

all the other networks and descriptors in all the categories

by a surprising margin. Clearly, as pointed out in [25], the

key on the performance of the 2ch network is that the infor-

mation is jointly processed right from the first layer.

5
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Descriptor/Network Country Field Forest Indoor Mountain Oldbuilding Street Urban Water Mean

SIFT[15] 43.8 39.44 11.39 10.13 28.63 19.69 31.14 10.85 40.33 23.95

GISIFT[8] 31.44 34.75 16.63 10.63 19.52 12.54 21.8 7.21 25.78 18.60

EHD[1] 33.54 33.85 19.61 24.23 26.32 17.11 22.31 3.77 19.8 20.87

LGHD[2] 6.46 16.52 3.78 7.91 10.66 7.91 6.55 7.21 12.76 9.16

2ch liberty [25] 32.55 30.19 1.82 4.56 24.17 8.24 15.24 2.25 35.88 17.21

2ch notredame [25] 32.25 26.77 1.77 4.67 21.45 9.03 15.98 2.99 33.08 16.4

2ch yosemite [25] 38.97 36.37 1.76 5.54 30.75 12.63 17.21 4.35 38.64 20.69

siam liberty [25] 36.74 38.45 27.03 19.1 27.75 16.56 26.01 12.08 31.82 26.17

siam notredame [25] 34.84 36.28 25.65 13.37 24.42 16.77 25.2 11.65 30.03 24.24

siam yosemite [25] 30.15 33.79 20.86 20.87 22.21 18.77 21.58 17.27 27.75 23.69

2ch-country (ours) 0.23 9.96 0.12 4.4 8.89 2.3 2.18 1.58 6.4 4.47

siam-country (ours) 0.81 15.79 10.76 11.6 11.15 5.27 7.51 4.6 10.21 9.61

psiam-country (ours) 1.29 17.01 9.82 11.17 11.86 6.75 8.25 5.65 12.04 10.32

Table 4. Performance on the VIS-NIR local image patches dataset. The results correspond to the false positive rate at 95% Recall (FPR95).

The smallest the better.

(a) (b)

(c) (d)

Figure 5. Visualization of the first layer filters of: (a) and (b) 2ch

network filters trained in the visible spectrum domain (Yosemite);

(c) and (d) 2ch network filters trained in the VIS-NIR cross-

spectral domain (our best case).

A comparison of the first layer filters learned by the net-

works can be seen on Figure 5. Here we can see that our

best model has learned similar filters to those presented in

(a) and (b); somehow this means that the first layer features

learned for image matching in different spectra are quite

similar to those from grayscale image matching. We can

also see from the filters that our trained network searches

for lines and edges rather than textures, information that

can be lost by switching to a different spectrum. This is

interesting, since having similar first layer filters means that

fine-tunning techniques can be applied to VIS similarity

networks to work in cross-spectral domains. However, the

success of these techniques will depend on how similar are

the base datasets [24].

5.2. Local feature descriptors (VISLWIR)

We also evaluate our networks as replacement of local

feature descriptors, i.e., we detect local feature points in

each image pair, we extract patches of 64x64 around each

feature point and then we do the matching using our trained

networks in a brute-force manner. To that purpose, we se-

lected the public VIS-LWIR cross-spectral dataset from [2]

(see Figure 6), that consists of 44 VIS-LWIR registered im-

age pairs taken around the campus of the Autonomous Uni-

versity of Barcelona. The resolution of the VIS and LWIR

images is the same (639x431 pixels).

The selection of the local feature detector to be used

in this evaluation was not an easy task. In general lo-

cal features detected in images from different spectrum are

different—a kind of low repeatability (see Figure 7). Hence,

in order to minimize this inherent drawback of working with

cross-spectral images, we end up using custom FAST [20]

settings in each image pairs in order to have a similar re-

sponse in both spectra5. This custom FAST settings in-

crease the number of correct correspondences in the VIS-

LWIR cross-spectral scenario; as already mentioned, cross-

spectral feature point detection is still an open problem that

needs special care in the tuning of user defined parameters.

We evaluate the performance of our networks using the

mean average precision (mAP) as in the well-known local

feature descriptor benchmark from [17], where the average

5We provide the keypoints and the groundtruth in the same webpage of

the trained networks
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(a) (b) (c) (d)

Figure 6. Cross-spectral image pairs samples from the VIS-LWIR dataset [2] used to evaluate our work. The dataset is composed by 44

VIS-LWIR image pairs taken around the campus of the Autonomous University of Barcelona. The first row corresponds to LWIR images

and the second row to VIS images. This figure is best viewed in color.

Figure 7. Visualization of cross-spectral feature detection using

SIFT. The top is a LWIR image and the bottom the corresponding

VIS image. This figure is best viewed in color.

precision corresponds to the area under the precision-recall

curve—recall 1 correspond to the best possible result. Fig-

ure 8 shows the results of our evaluation. Similar to the

VIS-NIR case the 2ch-country network outperformed all

the other networks and cross-spectral descriptors. On the

contrary, 2ch networks trained in the visible spectrum did

not perform better than SIFT. Moreover, the results show

that a 2ch network model trained in the VIS-NIR cross-

spectral scenario can obtain a high mAP when matching

image pairs from the VIS-LWIR domain. This generaliza-

tion is mainly due to the fact that in both scenarios some of

the same problems persist, like: loss of texture and differ-

ences in the gradient directions. The generalization capabil-

ity is an important fact since the amount of images from the

VIS-NIR spectra is considerably higher in comparison with

those from the VIS-LWIR spectra.

6. Conclusions

Cross-spectral similarity measure is a challenging task.

Our results show that using CNNs to determine the simi-

larity between two patches from different spectra is feasi-

ble, and more important it outperforms other alternatives.

As an interesting conclusion, in our experiments, a network

trained on a VIS-NIR cross-spectral dataset has been later

on used in a VIS-LWIR dataset, outperforming the state-of-

art in cross-spectral image descriptors. This is an impor-

tant results since the amount of public data available in the

LWIR spectrum is smaller than in other spectra.
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